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Abstract: Classification is one of the important areas of research in the field of data mining and machine learning. This
paper discusses about GA, ANN and SVM algorithm and their use in classification. The artificial neural network is the
widely used technique for classification and prediction. ANN has some disadvantage such long learning rate, high
computational cost, convergence at local optima and adjustment of weight. Optimization techniques and hybridization
improve ANN performance. GA is an optimization technique that produces optimization of the problem by using
natural evolution. SVM use the nonlinear kernel functions that implicitly map input data into high-dimensional feature

spaces. Hybridization is a technique which combines the two or more classifier to improve the performance of the
classifier.
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. INTRODUCTION

Data mining is the process of mining useful knowledge from large amounts of data. It is also referred as knowledge
discovery from data (KDD) [1] [2]. It deals with finding correlations or patterns from huge amount of data. Data
mining can be categorized into many tasks such as classification, clustering, regression, association rule mining, and
prediction etc [3].In Clustering, objects of similar type are grouped together where as in prediction category of unseen
data is predicted. Classification is a data mining task that is used to predict the category or class of unseen data.
Classification is supervised learning because in supervised learning class labels of each training tuple are provided. [4]
In general classification task involves two phases learning and classification. In the learning phase, the data set being
mined is randomly split into training and test data sets. A classification model is built by analyzing the training set. In
the classification phase, the classification model is used to predict the class label for the test set. The main goal of
classification is to build classification model that is more accurate and compressible [1].Various algorithms for
classification have been developed like artificial neural network (ANN), decision tree, K-nearest neighbor, naive
Bayesian classifier and Support vector machine (SVM).

The rest of the paper is organized as follows: Section Il presents GA, GA for classification, issue and challenges of GA.
Section 1l presents ANN and ANN for classification. Section IV presents SVM, classification fields and kernel
function of SVM. Hybridization of GA, SVM and ANN is defined in Section V. Section VI presents conclusion.

Il. GENETIC ALGORITHM

A genetic algorithm is an optimization search technique that is based on the mechanism of natural selection and
genetics It was introduced by John Holland in the 1970s [5].
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Figurel. Genetic algorithm cycle [6]
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It is an evolutionary algorithm that is inspired by Darwin’s theory of evolution that is based on “survival of fittest’. In
Genetic algorithm, search space is initialized with a set of solution called chromosome. A chromosome is a set of
genes. Quality and fitness of a chromosome is measured by fitness function. Behavior of Genetic algorithm is
determined by exploration and exploitation. To maintains a balance in exploration and exploitation in genetic
algorithm, genetic operators like reproduction (selection), crossover (recombination) and mutation [6].

General procedure for genetic algorithm is [7]:-

1. START - Generate random population.

2. FITNESS - Evaluate the fitness f(x) of each chromosome x in the population.

3. NEW POPULATION - Create a new population by repeating following steps until the new population is complete
REPRODUCTION OR SELECTION - Parents chromosomes are selected from population according to their fitness to
crossover and produce new offspring.

CROSSOVER —crossover operator produce new two offspring from selected two parents based crossover probability.
MUTATION — Mutation operator produce new offspring by mutate single bit position in chromosome. Mutation used
to maintain genetic diversity.

4. ACCEPTING - place new offspring in the new population.

5. REPLACE - Use new generated population for a further run of the algorithm

6. TEST — If the end condition is satisfied, stop, and return the best solution in current population.

7. LOOP- Go to stop

Advantages of GA

e GA has faster and more efficient as compared to the traditional methods.

o |t has very good parallel capabilities.

o It optimizes both continuous and discrete functions and also multi-objective problem.

o Itis Useful when the search space is very large and there are a large number of parameters involved.

Disadvantage of GA
o Fitness values are calculated repeatedly which might be computationally expensive for some problems.
e Being stochastic, there is no guarantee of the optimality or the quality of the solution.

Performance of GA:

Performance of GA depends on various parameters like population size, crossover and mutation rate and computation
time. Performance of genetic algorithm can be optimized by parallel genetic algorithm. Parallel Genetic Algorithm
(PGA) is an algorithm that works by dividing a large problem into smaller tasks. Genetic algorithm with parallel
processing reduces the computation time. J. Umbarkar and M. S. Joshi [8] presented a paper on the parallel genetic
algorithm, in this paper shows how researchers and scientists have parallelized GA over various parallel computing
paradigms. Hybrid a search method of genetic algorithm can improve the search performance. Fauzi Mohd Johar, Farah
Ayuni Azminand et al. [9] studies GA and parallel GA and analyses its usage in central Processing Unit (CPU) and
Graphics Processing Unit (GPU).

A.  GA for Classification

GAs has been used in various application domains related to optimization. Large researches have been performed in
applying genetic algorithms for classification purpose. Arpit Bhardwaj and Aruna Tiwari [10] proposed a model called
GONN which hybridize genetic programming with neural network for multi class classification problem. In this
algorithm new crossover and mutation operator is defined to reduce the destructive nature of these operators. In this
Genetic programming is used for attribute reduction and Neural Network is used for classification. GONN
simultaneously deals with structure and weight of the neural network. The proposed model brings more diversity of the
GP population and helps the algorithm to reach a solution faster with more generalized solutions. GAs has been also
widely used for discovery of classification rules. P.Vivekanandan and R. Nedunchezhian [11] built a rule-based
classifier by using the genetic algorithm. This classifier reduces the cost of learning and thus making it scalable for
large data sets. Proposed work tries to reduce the learning time by incremental learning. GAs has been also hybridized
with many other classification algorithms.

B. Issues and Challenges

This section lists some of the issues and challenges about designing and applying GA for classification.

(a) Local Convergence

GA sometimes converge on local optima, incorrect peak populate due to sampling errors. One needs to modify
selection pressure to prevent premature convergence [11].
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(b) Parameter Setting

GA parameters such as selection rate, chromosome length, population size, crossover probability, mutation probability
and total number of generations has a large impact on performance of genetic algorithm. Setting these parameters is a
complex task. Population size defines how many chromosomes are in the population. If GA has too few chromosomes
there is a small search space to be explored, if there are too many chromosomes, GA slows down. Mutation

probability defined how much parts of the chromosome will mutate. If the probability is 100% then complete
chromosome will change. If the probability is 0% no change is done in the chromosome. Onur BOYABATLI and lhsan
SABUNCUOGLU [12] defined the effects of GA numerical parameters on its performance in terms of both best fitness
found and CPU time.

I1l. ARTIFICIAL NEURAL NETWORK

Acrtificial Neural Network (ANN) is an information—processing paradigm that is inspired by the biological nervous
system, such as the brain process information. ANN is set of element called neurons that process the information.
Connection between these neurons is called links that is used to transmit the signals. The links possess an associated
weight which is multiplied along with the incoming signal for any typical neural net. An activation function is applied
to achieve output signal. An artificial neural network can be classified into Feed forward neural network and recurrent
network. In feed forward neural networks there is no loop i.e. none of the weight cycle back to input unit or output unit
of the previous layer. Whereas recurrent network loops is associated with connection [4].

An artificial neuron is specified by:

1) Architecture (connection between neurons)
(2 Training or learning (determining weights on the connections)
3) Activation function

(1) Architecture: - ANN architecture is a set of connected input/output units in which each connection has a weight
associated with it. ANN architecture consists of three layers: input, hidden and output layer. (2) Learning: - Learning
System updates the weight during training phase, in response of input/output changes. Learning methods typically falls
into the following categories: supervised learning, unsupervised learning and Reinforcement learning. In supervised
learning, both the inputs and the outputs are given. The network processes the inputs and compares its resulting outputs
against the desired outputs. Errors are then calculated, Errors are back propagated through the system which controls
the system. In unsupervised learning, the network is provided with inputs but not with desired outputs. The system
itself must then decide what features it will use to group the input data [14]. Reinforcement learning: This strategy
makes the decision based on the observation. If observation is negative it adjusts its weight to improve the result.
(3)Activation function: - Activation function of a node defines the output of that node given an input or set of input.
There are many types of activation function like identity function, binary step function, Threshold, sigmoid function,
Gaussian, ramp function[13].

_
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ANN Properties:

(a)Network Structure - Basically two types of structures called recurrent (Feedback Network) and non recurrent
structure (Feed-forward Network) are there [14]. Signal travel only in one direction in Feed forwards Network and in
both directions in Feedback Network by introducing loops in the network. (b) Parallel Processing Ability —Implement
parallel processing in ANN by using simple parallel processing techniques like matrix and some matrix calculations
[14]. (c) Distributed Memory - ANN needs long memory space to store weight matrix into long memory space because
information is stored as patterns throughout the network structure [14]. (d) Fault Tolerance Ability - ANN should be a
fault tolerant. If one part fails it will not affect the whole system [14]. (e) Learning Ability - ANN used learning rules to
develop models of processes, learning methods is Supervised, Unsupervised and Reinforcement Learning [14].

Limitation of ANN

(a)ANN has long trained time.

(b) High computational cost.

(c)Adjustment of weight is difficult.

(d)Output Quality of an ANN may be unpredictable.

A. ANN for Classification

The artificial neural networks have been used in many research areas, it has a wide range of application in medical
diagnosis, image processing, business area and etc.Weight controls the signal between two neurons. Weights are
adjusted to improve the result of ANN. D. Whitley, T. Starkweather, and C. Bogart, [15] proposed a hybrid model for
optimizing connections and connectivity. In this research, GA is used to optimizing the weight connection between the
feed-forward neural network using both real value and binary values. GA discovers novel architecture for the artificial
neural network.Hongmei Yan et al [16] proposed a paper in which data of liver cancer is classified to compare the
performance of Artificial Neural Network and Support Vector Machine. The performance of classifiers is compared on
the basis of various evaluation measures like - Accuracy, sensitivity, specificity and AUC. When a dataset is large, It is
so difficult to train ANN. Yuehjen E. Shao et al. [17] proposed a classification method called Hybrid intelligent
modeling that hybridized logistic regression (LR), multivariate adaptive regression splines (MARS), artificial neural
network (ANN) and rough set (RS) techniques. At initial stage LR, MARS, and RS technique is used to reduce the set
of explanatory variable. This proposed work shows that ANN and LR give high accuracy. ANN with BP is proposed to
[34] used for multispectral image classification. The BP is trained for the classical area of an image and then the neural
network is used to classify the image.

B. Compare ANN with Other Classifiers

A large number of studies have been carried out that defined comparison of the performance of neural network with
other classifiers. Mukamla et al. [18] defined a study that compares the performance of support vector machine and
ANN for intrusion detection system. The performance of both the algorithm is tested for DARPA dataset. This paper
concludes that SVM running time is low but it can only be applied to binary classification where the intrusion detection
requires multi-class classification. Neural networks to give better performance for multi class problem as compared to
SVM for IDS. A comparative study has been shown by Amit Kumar Sharma et al. [19] in which performance of Naive
Bayesian is compared with ANN for spam email deduction. In this study it has shown neural network method is more
reliable and more accurate than Naive Bayesian.Nitze et al. [20] has proposed a study that shows the comparison of the
machine learning algorithms random forest, artificial neural network and support vector machine. This method excelled
in classification performance and robustness and exhibited faster calculation time compared ANN.

IV. SUPPORT VECTOR MACHINE

The Support Vector Machine (SVM) was first introduced by Vapnik [21]. Support vector machine (SVM) is a method
of the classification of both linear and no-liner data. SVM is used to find the best classification function to differentiate
members of the two classes in training data .SVM solves binary class (linear seperable) problem by finding maximum
marginal hyper plane (MMH) that best separates the classes. This hyper plane is found using support vectors and
margin [22]. SVM is also an efficient method of finding an optimal separating hyper plane for non-linear data [23].In
this input data is first transformed into a high-dimensional space using a nonlinear mapping. Within this new
dimension, it searches for linear optimal separating hyper plane [1].

In the below figure there are several hyper plane (shown by light blue line) but the one in the dark is selected as it gives
the best generalization [22].

Here, w is weight and b is bias that is added to avoid the passing of hyper plane from an origin. Adding the offset
parameter b allows us to increase the margin. If b is absent the hyper plane is forced to pass through the origin.
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A separating hyper plane can be written as
w.x+b=0 @

Any point lie above the separating hyper plane satisfies the equation
WotWi X1 +W,X,>0 2

Any point lie below the separating hyper plane satisfies the equation
Wo+Wi X1 +W, X, <0 3

The weight can be adjusted so that hyper plane defined the sides of the margin can be written as:
Hi: Wotwixptwix,>=1  fory;= +1
Hy: WotwiXgtwex,<=-1 fory; =-1

Distance from hyper plane to any point on Hy is 1/ | w|. So, the total distance between the hyperplaneis 2 / | w|.
The advantage of SVMs is that by choosing a specific hyper plane among the many that can separate the data more
correctly, SVM reduced the problem of over-fitting the training data. SVM method does not suffer the limitations of
data dimension and limited samples [21], [24].

SVM characteristics:

o Flexibility of choosing similar functions.

Support vectors are used to specify the separation.

Deal with multi-dimensional data set and handle large feature spaces
Soft margin controls the over-fitting.

Feature Selection.

A Kernel Selection Of SVM

Kernel functions act as bridge between linearity to non-linearity for algorithms that can be expressed in terms of dot
product [25]. Kernel functions are used to transform the input data into a higher dimensional space using a non-linear
mapping. There are many kernel functions of SVM; Table-1 shows some kernel function:

Table 1[43]
Polynomial Kernel — K(x,z)=((x - z)+0)®, ford>0 Power p and threshold is specified a priori
by the user
Gaussian Kernel K(x, X)) = exp (—|jx — X ||/26°) for 6> 0  Width 2 is specified a priori by the user
Sigmoid Kernel K(x,z) = tanh(n (x - z) + 0) Mercer’s Theorem is satisfied only for some

values of and
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B. SVM For Classification

SVM as a classifier is being used in many real-world problems. It has a large no of applications in the domain of bio
informatics, text categorization and image classification. SVM has been used to handle class imbalance problem. In
Class imbalance problem, class label distribution is imbalanced. Haya Abdullah Alhakbani and Mohammad Majid [26]
give a hybrid system to solve imbalance dataset problem. In the proposed model over sampling is used for the
minority class and under sampling is used for the majority class. R. Bhavani and A. Karthikeyan[27]use SVM classifier
for image pattern classification. This paper work detects counterfeit banknotes. K.Lokanayaki and Dr.A.Malathi [28]
combined ensembles based learning algorithm with SVM to improve the accuracy of the classifier for an imbalanced
dataset. SVM has also been applied in area of Feature selection. Feature Selection is a technique which is used to
reduce the attribute set. Rosalina [29] uses Support Vector machine (SVM) and Wrapper Method to predict a hepatitis
prognosis disease. Wrapper methods are used to remove the noise features. After removing noise features SVM was
used for feature selection. The experimental result gives increased accuracy rate in minimum execution time. Susana
M. Vieira, Luis F. Mendonc and et al. [30] proposes a modified binary particle swarm optimization (MBPSO) method
for feature selection. A comparative study has shown the comparison of performance of Artificial Neural Network
(ANN) with SVM for liver cancer dataset [31]. Experimental results show that SVM classifier gives better performance
than ANN for liver cancer classification in terms of accuracy, specificity and AUC value.SVM can also be applied to
multiclass problem also [32]. It can be seen that the choice of the kernel function and best value of parameters for the
particular kernel is critical for a given amount of data. Experiment results show that the best kernel function is RBF for
infinite data and multi-class. Elisseeff and Weston [33] proposed an SVM Ranking algorithm for multi-label
classification that minimizes the ranking loss.

V. HYBRIDIZATION OF CLASSIFIER WITH OTHER CLASSIFIER

Many researchers proposed hybrid technique with an evolutionary algorithm to improve the performance of the
classifier. ANN has many disadvantages likes long training time, high computational cost, convergence at local optima
and adjustment of weight. To overcome these disadvantages Neural Networks can be combined with another technique.

Kyonung-jae Kim [35] proposed a technique in which genetic algorithm is used to optimizes the connection weights
between layers of neural network and for selection of relevant instance. Because of selected instances learning time is
reduced and prediction performance is enhanced.

Montri Inthachot, Veeta Boonjing and Sarun Intakosum, [36] proposed a hybrid intelligence model of Artificial Neural
Network and Genetic Algorithm. In this paper, GA is used to find the better subset of the variable that is provided as
input to the artificial neural network. In this proposed work, dimension of dataset is reduced but it fails in weight
optimization. It never gives very high accuracy. For better Performance, ANN may combine with other machine
learning models.

Yudong, Zhang, Preetha Phillips, Shuihua Wang, GenlinJi, Jiquan Yang and Jianguowu , [39] proposed fruit
classification model. It proposed a classifier BBO-FNN (biogeography based optimization- feed forward neural
network). BBO is used for updating the weight of neural network and ANN is used for classification of fruit images.
The proposed model gives effective accuracy.

Bairujuiang, Wang Xiaoyue, [38] presented an effective hybrid system on rough set and neural network. This classifier
is using for managing the large document that is growing on the internet. This system creates clusters for organizing the
documents. The rough set is used for feature reduction. Neural Network is using for classification.

D. Whitley, T. Starkweather, and C. Bogart, [16] proposed a hybrid model for optimizing connections and
SyahidAnuar, Ali Selamat, and Roselina Sallehuddin, [39] proposed a classification model by combining Artificial
Neural Network and Artificial Bee Colony Algorithm for crime classification. ANN has a disadvantage that it
converges on local optima; ABC algorithm is used to overcome this disadvantage.

Sung-Hwan Min, Jumin Lee, Ingoo Han, [40] presented a technique to hybridized genetic algorithms and support
vector machines for bankruptcy prediction. In this paper, SVM was used for bankruptcy prediction. SVM performance
was enhanced by set parameter optimization and feature subset selection. Both aspects are managed by GA.

C. Zhang, H. Shao, and Y. Li, [41] proposed an evolutionary system for evolving ANN called PSONN. It combines

architectural evolution with weight learning. Many constructive and pruning algorithms are used for designing of ANN.
But such structural hill climbing methods is susceptible to becoming trapped at structure local optima, and the result
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depends on initial network architectures. Its purpose is to produce compact ANN with good generalization ability. It
effectively removes the noisy fitness evaluation problem.

jing ru zhang, jun Zhang and et al. [42] gives the hybrid technique that takes the advantages of both techniques PSO
and BP. It uses the global searching ability of PSO and the local searching ability of BP. In this technique at the
beginning stage of algorithm PSO is used to accelerate the training speed. This hybrid technique has better accuracy
and less CPU time as compared to PSO and BP.

VI. CONCLUSION

This paper presents the review of previous research in the field of GA, ANN and SVM and their application for
classification. From the study it is concluded that the artificial neural network has been widely used technique for
classification and prediction.GA has also been shown great performance in classification. But each of these techniques
suffers from some limitations. To remove these limitations hybridization of techniques is used. After study it is
concluded that hybridization of techniques improve the performance of classifier.
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